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Abstract| This paper presents analytical expressions for

the 1dB compression and third-order intercept points as a

function of DC-bias and technology parameters. These two

�gures of merit measure the linearity of a system. In partic-

ular, the linearity of short-channel MOSFETs is examined.

I. Introduction

R
ADIO frequency designs in CMOS are increasingly be-

ing explored to take advantage of rapid technology ad-

vances. As CMOS technology scales into the sub-micron

regime, issues such as excess thermal noise due to hot

electron e�ects have been well documented [2]. However,

the equally important issue of linearity is not well stud-

ied. The goal of this work is to characterize quantitatively

the linearity of sub-micron CMOS devices using widely-

known metrics such as 1dB compression and 3rd-order-

intermodulation intercept points.

To provide some background, Section II presents general

expressions of the linearity metrics of a single-stage system

as a function of DC parameters. Section III generalizes the

expressions to multiple-stage systems. Since noise perfor-

mance almost always trades o� with linearity, Section IV

considers both e�ects and derives the system gain distribu-

tion which yields the maximum linearity-to-noise ratio. In

Section V, the linearity measures of short-channel MOS-

FETs are derived. Section VI discusses the condition for

optimal noise and linearity performance in MOSFETs.

II. Background

For a general two-port system, one can write a Taylor

series expansion relating input and output variables. Let

V and I be the input and output variables, respectively.

The value of I at some small signal vsig around an input

DC bias VDC can be computed as

I(VDC + vsig) = c0 + c1vsig + c2v
2
sig + � � �+ cnv

n

sig (1)

where

cn ,
I(n)(VDC)

n!
: (2)

The second and higher-order terms account for system

nonlinearity. By using Taylor series the nonlinearity is as-

sumed to be memoryless. Given this assumption, for a

narrowband input signal vsig=A cos(!0t), the correspond-
ing narrowband output signal isig can be determined by

summing all cos(!0t) terms, yielding

isig =

�
c1A+

3

4
c3A

3 + � � �+ c2k�1

22k�2

�
2k�1
k�1

�
A2k�1

�
cos(!0t):

(3)

The 1dB compression point can then be computed by

taking the ratio of all terms in A to its linear term in (3)

and setting the ratio equal to 0.891 (-1dB). This results in

0:109c1A+

1X
k=2

�
c2k�1

22k�2

�
2k�1
k�1

�
A2k�1

�
= 0: (4)

Solving (4) for A, the input-referred 1dB compression

point under matched conditions is related through

P1dB =
A2

2Rs

: (5)

In general, real systems are either of low-order (< 5)

or the coe�cients of higher-order terms are small relative

to lower-order ones. In such systems, the �fth and higher

order terms in (4) can be neglected and the remaining terms

yield a simpli�ed solution for A whose corresponding 1dB

compression point becomes

P1dB �
���� c1

13:8c3Rs

���� =
���� I(1)(VDC)

2:3I(3)(VDC)Rs

���� : (6)

An input-referred third-order intercept point (IIP3) can

be determined by substituting vsig=A cos(!1t)+A cos(!2t)
into (1), and the output signal component at frequency

2!1�!2 or 2!2�!1 determines the third-order intermod-

ulation product, i.e.,

iIM3 =

����34c3A3

���� cos((2!1 � !2)t): (7)

Equating the amplitude of the intermodulation product

term with that of cos(!1t) term yields IIP3, i.e.,

PIIP3 =

���� 2c1

3c3Rs

���� =
���� 4I(1)(VDC)I(3)(VDC)Rs

���� : (8)

Taking the ratio of PIIP3 to P1dB yields a constant 9.3

(9.64dB) given these assumptions.
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III. System with multiple stages

For a system with cascaded stages, the overall system

linearity can be approximated from the linearity of indi-

vidual stages. (To obtain the exact linearity �gures, one

needs to consider the entire multiple-stage system as a sin-

gle nonlinear stage and apply the results from the previous

section). To estimate IIP3, two boundary values can be

obtained based on assumptions of how the IM3 products

of each stage combine. An rms bound is obtained when

the IM3 product of individual stages are assumed to be

uncorrelated, i.e., their powers add to yield the overall rms

IM3. On the other hand, a minimum bound is obtained

when the IM3 products are fully correlated and thus their

rms values add to yield the maximum IM3. The overall

rms and maximum IM3 at the �nal stage can therefore be

written as

IM3rms = P 3
inGT

 
1

IIP31
2
+

NX
i=2

Q
i�1
j=1Gj

2

IIP3i
2

!
(9)

IM3max = P 3
inGT

 
1

IIP31
+

NX
i=2

Q
i�1
j=1Gj

IIP3i

!2

: (10)

Here, GT is the overall available power gain, while Gi

and IIP3i are the available power gain and IIP3 of stage

i, respectively. Pin is the available source power, and N

denotes the number of stages. From the IM3 values, the

corresponding estimates for the system IIP3 are

IIP3rms =

 
1

IIP31
2 +

NX
i=2

Q
i�1
j=1Gj

2

IIP3i
2

!� 1

2

(11)

IIP3min =

 
1

IIP31
+

NX
i=2

Q
i�1
j=1Gj

IIP3i

!�1
: (12)

According to (11) and (12), the overall IIP3 will be max-

imized by maximizing the IIP3 of individual stages (espe-

cially of the �nal stages) since the term associated with the

IIP3 of stage i is multiplied by the total gain of the pre-

ceding i� 1 stages. In addition, individual gains should be

minimized, especially the initial gain stages since they ap-

pear in all subsequent terms. This requirement contradicts

with the minimum noise condition which requires that the

initial stages have the largest gain.

IV. Optimization of Linearity and Noise

Performance

To quantify the tradeo� between noise and linearity per-

formance, let us de�ne a �gure of merit called IP3-to-noise-

�gure ratio (IP3NR) as

IP3NR ,
IIP3min

F
(13)

with overall noise �gure de�ned as

F = 1 +
1

no

NX
i=1

niQ
i

j=1Gj

: (14)

Here, no represents the noise power due to source

impedance at the input stage, ni is the output noise power
of stage i, and IIP3min is de�ned in (12). The optimal gain

distribution maximizing IP3NR is

G1 =

s
n1GT IIP32

(n0GT + nN )IIP31
(15)

Gi =

s
niIIP3i+1

ni�1IIP3i
; i = 2 : : :N � 1 (16)

GN =

s
GT (n0GT + nN )IIP31

nN�1IIP3N
: (17)

Substituting (15)-(17) into (12) and (14), the resulting

optimal IIP3 and F are

IIP3opt =

 
1

IIP31
+

s
GT

(n0GT + nN )IIP31

N�1X
i=1

r
ni

IIP3i+1

!�1
(18)

Fopt = 1 +
nN

GTno
(19)

+
1

no

s
(n0GT + nN )IIP31

GT

N�1X
i=1

r
ni

IIP3i+1
:

The above equations can be simpli�ed in a special case

where all ni and IIP3i are assumed to be identical. With

that assumption, the gain distribution, the optimal IIP3

and F simplify to:

G1 =

r
GT

�GT + 1
; � = n0=n1 (20)

Gi = 1 ; i = 2:::N � 1 (21)

GN =
p
GT (�GT + 1) (22)

IIP3opt =
IIP31

1 + (N � 1)
q

GT

�GT+1

(23)

Fopt = 1 +
1

�GT

+
N � 1

�

r
�GT + 1

GT

: (24)

In such a simpli�ed case, the resulting expressions sug-

gest that only two gain stages are su�cient to obtain the

maximum IP3NR. This makes intuitive sense since the in-

put stage is mainly responsible for noise performance, while

the output stage provides the necessary gain. That is, if

the �rst gain stage generates more noise than the noise due

to source impedance (i.e. � < 1), G1 will have to be scaled

up by approximately a factor of 1/
p
�, assuming large GT .

V. Short-channel MOSFETs

Consider the I-V characteristics of short-channel MOS-

FETs [1] whose drain current and gate overdrive voltage

are related through

ID;SAT =WvsatCox
Vod

2

Vod +EsatL
(25)
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with

Esat =
2vsat

�e�
(26)

�e� =
�0

1 + �Vod
(27)

Vod = Vgs � Vt: (28)

Here, Esat is the velocity saturation �eld strength and

vsat is the saturation velocity. From (25)-(28), the coe�-

cients c1 and c3 can be determined and substituted in (6)

and (8), yielding

P1dB � 0:29
vsatL

�1Rs

Vod

�
1 +

�1Vod

4vsatL

��
1 +

�1Vod

2vsatL

�2
(29)

PIIP3 =
8

3

vsatL

�1Rs

Vod

�
1 +

�1Vod

4vsatL

��
1 +

�1Vod

2vsatL

�2
(30)

where

�1 , �0 + 2�vsatL: (31)

According to (29) and (30), linearity can be improved by

increasing the gate overdrive voltage. However, increasing

the gate overdrive will increase power consumption, which

may be unacceptable in some applications. Another ob-

servation is that W and Cox do not appear in the P1dB
and PIIP3 equations. This suggests that IIP3 and device

transconductance gm can be decoupled throughW and Cox

factors. Note that the above derivation is based on the as-

sumption of quasi-static nonlinearity which is valid when

the operating frequency is well below the transition fre-

quency !T of the device.

A more accurate, but less intuitive, expression for P1dB
can be obtained by directly solving the in�nite series in (4)

which, in this case, converges to

P1dB =

�
1 + �1Vod

2vsatL

�4
2Rs

�
�1

2vsatL

�2 "
Vod

�
1 + �1Vod

4vsatL

�
+ 6:88vsatL

�1

�
1+

�1Vod
2vsatL

�
2

# :
(32)

The ratio of PIIP3 to P1dB now becomes

9:17

�
1 + 0:145

�1Vod

vsatL

�
1 +

�1Vod

4vsatL

��
; (33)

which is no longer a constant but depends on the overdrive

voltage. Figure 3 illustrates this dependency.

As an example, let us consider a 0.5�m (0.35�m Le�)
technology (tox=9.7nm), where vsat=2.4�107 cm/sec and

�0=495 cm
2=Vsec (NMOS). Figures 1 and 2 illustrate the

corresponding P1dB and PIIP3 as a function of Vod. Also

shown in the �gures are results from Spice simulations with

MOSIS HP 0.5�m CMOS models. The simulation results

show a close match with the theoretical calculations.

An interesting result regarding the e�ect of technology

scaling on P1dB and PIIP3 is shown in Figures 4 and 5.

According to Figure 4, as the technology scales down (as-

suming vsat and �0 stay approximately the same), the 1dB
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Fig. 2. IIP3 vs Vod

compression point decreases for the case of overdrive volt-

age below 1.5 volts. For overdrive voltage above 2 volts, the

1dB compression point stays relatively constant indepen-

dent of scaling. On the other hand, IIP3 stays relatively

constant for e�ective gate length above 0.6 �m. As tech-

nology scales below 0.6 �m, IIP3 will start to increase for

the case of overdrive voltage greater than 1.5 volts, while

decreasing at �rst but eventually rising for low overdrive

case (< 1V ).
Figure 6 shows the corresponding PIIP3-to-P1dB ratio as

gate length scales. One observation is that as the gate

length reduces, the ratio deviates from the �10dB constant

value. This is because the higher-order terms in (4) become

more signi�cant and thus cannot be neglected.

VI. Noise Consideration

In [2], the expression for the minimum noise �gure at RF

for short-channel MOSFETs is given as

Fmin = 1 +
2p
5

�
!

!T

�p
�
(1� jcj2) (34)

where � and 
 are the non-ideality factors in the gate and

drain current noise power spectral density, respectively,

and c is the correlation coe�cient between the two noise
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sources. The noise performance is improved with increas-

ing !T which, in turn, improves with increasing gm whose

value is given by

gm;sat =WvsatCox�0Vod
�1Vod + 4vsatL

(�1Vod + 2vsatL)2
: (35)

Consider a special case in which gm;sat can be simpli�ed

to

gm;sat �WvsatCox
�0

�1
; for Vod �

4vsatL

�1
: (36)

According to (35) and (36), as Vod increases, gm;sat will

increase (linearly for small Vod) and eventually 
atten out

when the condition in (36) is satis�ed. Therefore, only

when Vod < 4vsatL=�1 can !T , and thus Fmin, be improved

by increasing the overdrive voltage. To keep the power dis-

sipation constant, the device's width has to be reduced.

As we have seen earlier, changing the width does not a�ect

IIP3, but will, at some point, a�ect the noise match condi-

tion causing a deviation from the given Fmin until the ben-
e�t from !T increase is outpaced by the degradation due to

the noise mismatch. Otherwise, overall dynamic range sig-

ni�cantly improves with overdrive voltage over the range

below the saturation point of !T . For 0.35�m Le� , this
range is Vod < 4:2V .
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VII. Conclusions

We have determined a direct relationship between linear-

ity measures and DC bias parameters of a general two-port

system as well as the condition for achieving optimal lin-

earity and noise performance. We have derived the corre-

sponding relation for short-channel MOS transistors. The

results verify that CMOS technology is promising for RF

designs.
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